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ABSTRACT

An algorithm is examined that uses Visible-Infrared Spin Scan Radiometer (VISSR ) Atmospheric Sounder
(VAS) 11- and 12-um (split-window) data to derive column-integrated water content (IWC) at mesoscale
resolution. The algorithm is physically based and derives its first-guess information from radiosonde data. The
procedure is applied first to a test case dataset and then to the 19 June 1986 study day from the Cooperative
Huntsville Meteorological Experiment (COHMEX ). Ground truth data for verifying results from the technique
include IWC from National Weather Service and COHMEX radiosondes, the Multispectral Atmospheric Mapping
Sensor (MAMS), and a special set of VAS soundings (12 channel) using an independent retrieval method.
Results from the test case show reasonable accuracy with the root-mean-square errors as low as +3.8 mm, On
the 19 June case study day IWC analyses depict reasonable gradients and exhibit good spatial and temporal
continuity. Furthermore, they provide insight into preferred regions for cumulus cloud and thunderstorm for-
mation. On the average, a mean absolute retrieval error of 2.4 mm (an 8.1% error) and a root-mean-square
error of £2.9 mm are obtained on the case study day. These results compare favorably with those from existing
VAS IWC techniques. Overall, the findings indicate that the technique has excellent potential to depict mesoscale
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moisture variations.

1. Introduction

Defining moisture variability at subsynoptic scales
is beneficial to several disciplines. Detailed water vapor
observations are essential to the improved analysis and
prediction of convective storms (Barnes and Lilly 1975;
Gandin 1963; Fuelberg and Meyer 1984; Fuelberg et
al. 1986). Thunderstorms have been observed to de-
velop in regions of strong and rapidly evolving moisture
gradients (Miller 1972; Petersen et al. 1984). Barnes
and Lilly (1975) determined that 37% of the variance
in mixing ratio was at scales less than 200 km, and
20% at less than 100 km, for nonstormy environments,
However, in stormy environments, they found 68%
and 32% of the variance at scales less than 200 and
100 km, respectively. Vertically integrated moisture is
also critical in the objective prediction of clouds and
precipitation (Younkin et al. 1965; Lowry 1972; Atkins
1974; Perkey 1976). Furthermore, high-resolution
moisture data are also needed in hydrometeorology,
astronomical observations, and studies of atmospheric
radiation and electromagnetic wave propagation (Re-
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ber and Swope 1972; Tomasi 1981). Finally, water
vapor plays a key role in the earth’s hydrologic cycle.
Therefore, a better understanding of its role will require
long-term observations of both small- and large-scale
water vapor features, a major goal of the National
Aeronautics and Space Administration’s (NASA)
Mission to Planet Earth (MPE) program (Earth System
Science Committee 1988). Despite the need for high-
resolution water vapor data, it is not available from
conventional sources, namely the surface and radio-
sonde networks.

Remote sensing from satellites has the potential to
fill this data void. Geostationary satellites, in particular,
provide excellent temporal and spatial resolution. The
11-and 12-um split-window channels from the Visible-
Infrared Spin Scan Radiometer (VISSR ) Atmospheric
Sounder (VAS) can be used to derive integrated water
content (IWC), commonly referred to as precipitable
water. Several existing split-window procedures are re-
viewed in the following sections, as is a new scheme
that is the subject of the current research. The present
series of National Oceanic and Atmospheric Admin-
istration (NOAA) Geosynchronous Operational En-
vironmental Satellites (GOES) routinely provides half-
hourly split-window channel imagery with 8-km nadir
resolution. Although there are instruments with higher
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spatial resolution (e.g., the Advanced Very High Res-
olution Radiometer, AVHRR), none provide the
combination of high temporal and moderate spatial
resolution of GOES VAS. Thus, VAS has the greatest
potential for providing high-resolution input data, and
the split-window approach is a viable option for using
these data to calculate IWC. This paper focuses on the
application and verification of a physically based, split-
window IWC technique utilizing VAS data.

2. Background

There are numerous ways to estimate IWC from re-
motely sensed data. Some techniques employ upward-
and downward-looking microwave radiometers (Hogg
et al. 1983; Rabin et al. 1991). Optical methods have
been explored by Volz (1974) and Gao and Goetz
(1990). Several infrared (IR ) techniques have also been
developed (Smith et al. 1985; Chesters etal. 1983, 1987;
Jedlovec 1990; Kleespies and McMillin 1990). There
are two primary approaches for obtaining IWC from
satellite IR radiances. It can be calculated from tem-
perature—dewpoint retrievals that are based on many
IR channels, or it can be computed directly from split-
window data. This section reviews several existing IR
techniques and formulates the IR algorithm employed
in the current study.

a. Sounding techniques

Smith et al. (1985) developed a sounding technique
that uses all 12 VAS channels to produce a tempera-
ture—dewpoint retrieval from which IWC is obtained.
The resulting value represents IWC over an 11 X 11
array of 8-km fields of view (FOV). Retrieval coeffi-
cients based on the array can then be used to perform
single-pixel calculations, thus providing an IWC image.
Similar methods are currently being used operationally
at the VAS Data Utilization Centers (VDUCs) (Hay-
den 1988) and the Forecast Systems Laboratory (FSL)
(Birkenheuer 1991).

The principal advantage of the sounding technique
is its simultaneous retrieval of temperature and mois-
ture while preserving image resolution in its retrieval
of water vapor and stability products; that is, it produces
an IWC image at 8-km resolution. However, the pro-
cedure has three main disadvantages: 1) the needed
dwell-sounding (DS) data are only available every 90
minutes, 2) the rapid interval scan operations plan
(RISOP) precludes DS imaging during severe weather
events, and 3) retrieval accuracy depends on the quality
of the first guess.

An alternative sounding technique developed by
Robinson et al. (1986) utilizes linear regression to relate
VAS radiance data to the IWC, Being a statistical pro-
cedure, it requires an appropriate radiosonde training
dataset or other a priori information. The scheme also
suffers from a dependency on DS imagery and its use
of surface data.
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b. Existing split-window techniques

Split-window channel techniques attempt to exploit
differential absorption of water vapor in two adjacent
bandpasses (Fig. 1) to produce an IWC estimate with-
out the need for a full temperature and moisture
sounding retrieval. The broad bandpass of the 11-ym
channel lies in a relatively transparent part of the spec-
trum. The narrow bandpass of the 12-um channel is
in a spectral region where upwelling radiance from the
surface is subject to absorption and emission by water
vapor.

Chesters et al. (1983, 1987) developed a split-win-
dow technique based on a linearized form of the ra-
diative transfer equation (RTE). The governing equa-
tion is

_7'_1_2=TT2—Tair (1)

T11 T Tl — Tair ’
where r and T* represent atmospheric transmittances
and brightness temperatures, respectively; the sub-
scripts 11 and 12 indicate the particular split-window
channel; and T;, denotes the effective air temperature
of the radiating layer. In order to apply (1), two steps
are required: 1) a simple parameterization linking the
transmittance ratio to the water vapor content, and 2)
an empirical method for determining 7,;. The prin-
cipal advantage of this technique is its ability to provide
half-hourly moisture imagery, since DS data are not

Wavelength (um)

13 12 11 10
T T T T T I

[2um] [

-
o

Transmittance
S W PN ©® O

S s N DD

760 840 880 920

Wavenumber (cm-1)

960 1000

FIG. 1. Spectral transmittance in the 10-13-um region. The diagram
shows the total atmospheric transmittance (total) derived from the
average first-guess profile. It also depicts the same profile without
water vapor absorption (total — H,O). The approximate widths of
the VAS split-window channel filter functions are also presented.
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needed. Its primary disadvantage is-the requirement of
an a priori estimate of 7.

Kleespies and McMillin (1990) and Jedlovec (1990)
developed similar split-window techniques. The former
of these relates the ratio of a temporal or spatial dif-
ference in split-window channel brightness tempera-
tures AT™* to the ratio of atmospheric transmittance 7
in the split-window channels, that is,

%
T2 _ AT

* -
Tit ATy,

(2)

The T* differences are assumed to represent only vary-
ing surface temperatures, since atmospheric conditions
are assumed to be constant. The transmittance ratio is
directly related to IWC, since as IWC increases, AT},
will increase at a greater rate than AT}, thus, decreas-
ing the transmittance ratio in (2). Therefore, IWC can
be estimated by regressing the transmittance ratio to
the observed radiosonde-derived IWC.

Although this technique has been successfully ap-
plied to both AVHRR and VAS data (Kleespies and
McMillin 1990), it requires two split-window obser-
vations (under clear conditions) of the same atmo-
sphere. This constraint requires accurate pixel regis-
tration of the two images and an invariant atmosphere
between observations.

Jedlovec (1990) developed the split-window variance
ratio (SWVR) technique, which is an extension of the
Kleespies and McMillin method. Jedlovec related the
ratio of the spatial variance in the split-window channel
brightness temperatures ( ¢ ?) to the ratio of the squares
of the channel transmittances, that is,

Th_ oh (3)
T%l 4 %1 '
He used linear regression to show that the SWVR is
highly correlated with IWC.

Jedlovec’s SWVR technique exploited high-resolu-
tion (~ 100 m) imagery from an airborne instrument,
the Multispectral Atmospheric Mapping Sensor
(MAMS) (Jedlovec et al. 1989). Since ¢2 in (3) is
computed over a spatial region, the technique assumes
no significant moisture variability at scales smaller than
the region over which the variance is computed. With
coarser-resolution data, such as from VAS, this as-
sumption will almost certainly be invalid. Thus, the
SWVR technique is not appropriate for use with VAS.

¢. Physical split-window technique

Jedlovec (1987) developed the physical split-window
(PSW) technique to derive IWC using the constraints
of the radiative transfer equation. A mathematical for-
mulation of this procedure as applied to VAS split-
window channels is presented below.

JOURNAL OF APPLIED METEOROLOGY

VOLUME 32

The radiative transfer equation for a nonscattering,
plane-parallel atmosphere can be expressed as

0 dr
I=eB\(Ts)r,— (1 — G)Tsf B\(Tp)—-dp
P, dp

Py

dr
s B)\(TP)Ep_dp, 4

where I denotes the radiance received at the satellite,
the atmospheric transmittance is denoted by 7, and ¢
and B, represent surface emissivity and the Planck
function in the wavelength A domain, respectively. The
subscript s represents the surface. The three terms on
the right side of (4) represent, respectively, the surface-
emitted, surface-reflected, and atmospheric contribu-
tions to the observed radiance. For most infrared ap-
plications € ~ 1, thus, (4) becomes

P dar
I=B\(Ts)r, — B\(Tp) - dp. (3)
0 dp
The Appendix describes how ( 5) is manipulated to ob-
tain a perturbation form of the radiative transfer equa-

tion which is solved to yield IWC estimates. The final
retrieval equations from the Appendix are

oU -
0T, =5TSC1x+E‘D11, (6)
0
and
oU
0T, = 6TsCyy + A D, (7)
0

where U represents IWC and C and D are coefficients
expressing the physical relationships between atmo-
spheric transmittance, the Planck function, and IWC
[see Eqgs. (A14)~(A17)]. Equations (6) and (7) are
solved simultaneously for the unknowns, 675 and U,
which are perturbations from mean or a priori values.
Although Tsis a retrieved quantity, it is not investigated
in this study.

To derive IWC from split-window channel data, it
is necessary to obtain values for the coefhicients (C and
D) using a priori information. This information can
be determined from radiosonde profiles of temperature
and dewpoint along with an estimate of T's. Once the
coefficients have been determined, only the differences
between the guess and observed brightness tempera-
tures are needed to retrieve the IWC,

The PSW algorithm has several advantages. Being
physically based, it does not rely on statistical proce-
dures to relate a derived quantity (e.g., variance ratio)
to IWC. Since it can utilize routine half-hourly split-
window imagery, it does not require DS data, which
are available less frequently. In addition, the PSW
technique requires a minimum of a priori information
and can be applied to instruments that lack sounding
channels (e.g., AVHRR).
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The goals of this study were to determine the opti-
mum methodology for implementing the PSW algo-
rithm and to evaluate its results using VAS data. The
algorithm was applied to VAS data over the south-
eastern United States during the summer. Results were
evaluated against those from other remote sensing
techniques and ground-based measurements. A sec-
ondary objective was to identify preferred regions for
the development of clouds and convection.

3. Methodology
a. Forward calculations

The driving force behind a physical technique is the
difference between first-guess and observed brightness
temperatures. Two different first guesses were investi-
gated. One was derived from radiosondes launched at
four times ( 1400, 1700, 2000, and 2300 UTC) on 19
June 1986 over Alabama and Tennessee. These
soundings were collected during the Cooperative
Huntsville Meteorological Experiment (COHMEX),
a multiagency field experiment conducted during the
summer of 1986 to study convection (Dodge et al.
1986). Figure 2 shows the network of COHMEX ra-
diosonde sites (Williams et al. 1987). The second guess
came from 119 sondes released at 0000 UTC from
National Weather Service (NWS) radiosonde sites
along the Gulf coast during the summers of 1989 and
1991. Both sets of data were used in the radiative trans-
fer code described by Hayden (1988); that is, vertical
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profiles of temperature and moisture were used to ob-
tain simulated brightness temperatures for the 11- and
12-um channels. The data preparation described below
facilitated these computations.

Each sounding was interpolated, linear in the loga-
rithm of pressure, to the 40 model levels of the forward
code and then averaged to create a mean profile. These
40 levels were distributed from 0.1 to 1000 mb. Because
several model levels are in the stratosphere and because
the soundings did not normally extend above 50 mb,
a climatological temperature profile appropriate for this
latitude was used above the highest available level.
Moisture values were exponentially decayed to zero
from the highest level of available dewpoint data. Since
the lowest model level was 1000 mb, the surface at
each station was set to 1000 mb for simplicity. Sound-
ing values for stations having surface pressures less than
1000 mb were obtained by downward extrapolation.
The implications of this assumption are addressed in
section 4c.

The IWC from each of the mean soundings (de-
scribed above) served as Uy, and T's was set to the air
temperature at 1000 mb. Experience has shown that
this specification produces simulated brightness tem-
peratures that are similar to those observed by VAS,
Alternative procedures for parameterizing T have
given much warmer results than observed (Guillory
1991). Mean sounding values for Ts and IWC on 19
June were 303.75 K and 32.1 mm, respectively. The
Gulf coast average profile had an IWC of 34.4 mm and
a Ts of 301.4 K. Surface emissivity in the 8—14-ym
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FIG. 2. The COHMEX radiosonde network (after Williams et al. 1987).
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region may range from 0.88 to 0.99 over vegetated and
nonvegetated surfaces (Colwell 1983). The value of
0.97 employed in this research was chosen in accor-
dance with these studies and the application of VAS
data over vegetated surfaces.

After computing simulated brightness temperatures,
the coefficients in (6) and (7) were obtained using each
of the average sounding profiles and their guess values
of Ts and IWC. In calculating d7,/3U in (A16) and
(A17), a second transmittance profile was obtained
from a perturbation sounding whose mixing ratio had
been decreased by 20%. This procedure is similar to
that used by Hayden ( 1988) and Jedlovec (1987). All
calculations in Cy,, Ci2, D,y, and D,, involving 4B/
0T, and dB/dTs were performed using the analytic
derivative of the Planck function. As the final com-
putational step, the perturbations 6U and 67 in (6)
and (7) were calculated at each retrieval site and then
- added to the guess values.

b. Noise sensitivity

Two primary types of noise can adversely affect sat-
ellite-observed radiances. The first is systematic error
which is represented as a bias in the data. The second
is random noise. Since any systematic bias is difficult
to determine for VAS, there was no explicit effort to
compensate for it.

The effect of random noise on IWC retrievals was
examined. Values of single-sample radiance noise (or

noise equivalent change in radiance, NEAR) for each .

channel were taken from Montgomery and Uccellini
(1985). These values were converted to the single-
sample brightness-temperature noise (NEAT) shown
in Table 1. They were then doubled to reflect a 95%
confidence level; that is, 95% of all random noise should
fall within this range. The VAS data used in this study
were obtained from its small detectors. Although better
NEAT values can be obtained with large detectors,
small detectors provide improved spatial resolution by
a factor of 2, thereby allowing superior cloud screening,
To estimate the effects of small-detector NEAT errors
on the retrievals, the guess brightness temperatures were
perturbed by these values in opposite directions to
simulate an extreme scenario; that is, the 1l-um
brightness temperature was decreased, while the 12-

TABLE 1. Single-sample noise estimates (K) for the VAS split-
window channels. This study utilized small-detector data.

Single-sample
noise
retrieval

'

Single-sample noise

(K) error
Detector type 12 pm 11 pm PW (mm)
Large 0.46 015 6.0
Small 0.76 0.15 9.5
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pm brightness temperature was increased. Results
(Table 1) indicate that a substantial amount of error
in the IWC retrievals (as much as 9.5 mm) can be
directly attributed to random noise in the data.

The single-sample retrieval error ( Table 1) was re-
duced by spatially averaging the observed brightness
temperatures. The fraction of remaining error (RE) is
given by '

RE = N71/2, (8)

where N denotes the number of samples comprising
the average (Montgomery and Uccellini 1985). An
undesirable aspect of spatial averaging is its reduction
in the minimum resolvable wavelength. For example,
if it is assumed that a minimum of two samples are
required to resolve phenomena with wavelengths of 60
km, the largest template that can be used isa 4 X 4
array of 8-km FOVs (Fig. 3). A 4 X 4 template was
chosen as the averaging region. This averaging reduces
the near-worst-case error from the single-pixel value of
9.5 mm to 2.4 mm (about 25% error remains). A larger
template such as a 6 X 6 would employ more than
twice the pixels as a 4 X 4 configuration, but would
only reduce the error by an additional 0.8 mm. The 4
X 4 (32-km)? averaging region is similar to the opti-
mum averaging region of (30 km)? determined by
Robinson et al. (1986) using the Chesters et al. (1983)
split-window algorithm.

¢. Cloud filtering

Cloud-contaminated pixels were eliminated from
retrieval computations. A twofold detection method
was used for the 19 June dataset. The first was a simple
objective threshold test for 11-um brightness temper-
atures below a subjectively determined value. The sec-
ond utilized visible and 1 1-um imagery in a subjective
(man-in-the-loop) determination. For the Gulf coast
dataset, the infrared cloud test of Hayden (1988) was
used to eliminate cloudy FOVs. Specifically, a cloudy
FOV was assumed if the 11-um brightness temperature
plus the brightness temperature difference in the 11-
and 12-um channels was more than S K colder than
the radiosonde surface temperature (Baker 1992). After
eliminating cloudy FOVs from the template, a mini-
mum of half of the FOVs within the template was re-
quired to make a retrieval. This value was chosen to
insure a consistent reduction in the noise-induced re-
trieval error (Fig. 3).

4. Results

In an effort to have sufficient ground truth to verify
the PSW retrievals, two datasets were used. The first
contained 11 of 29 radiosondes launched on 19 June
1986 during COHMEX. It provided ground truth at
mesoscale resolution. The second dataset included 38
Florida sondes from the 119 soundings used to generate
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the Gulf coast guess. This dataset provided a larger
dynamic range of IWC values compared to 19 June.

a. Test case

To illustrate the application of the PSW algorithm
to observed data and to investigate its first-guess de-
pendency, a test case of 49 retrievals was made using
observed VAS data over the combination of COHMEX
radiosonde sites on 19 June 1986 and for several Flor-
ida NWS sites for the summers of 1989 and 1991. Re-
trievals were made using the two separate first-guess
profiles described in section 3a.

We compare IWC retrieved using each of these first
guesses with coincident radiosonde-derived values in
Table 2. Both sets of retrieved values are generally sim-
ilar to those observed. The mean absolute retrieval error
(MARE) using the guess derived from 19 June sound-
ings is 4.3 mm (10.8% error), and the root-mean-
square error (rmse) is 5.3 mm. Retrievals from the
guess derived from the 0000 UTC Gulf coast soundings
are improved, with an MARE of 3.8 mm (9.6% error)
and an rmse of £4.8 mm. The observed (radiosonde-
derived) IWC values range from 24.7 to 50.0 mm. The
range of the retrievals from the 19 June first guess is
26.3 t0 50.3 mm, while it is 25.3 to 55.6 mm from the
Gulf coast guess. These results indicate that the PSW
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technique retrieves the approximate range of observed
values with either guess and that the retrievals exhibit
little or no bias.

One should note that there are limitations to using
radiosonde data as “ground truth” for the IWC eval-
uations. Estimates of radiosonde dewpoint uncertain-
ties have been given by Hoehne (1980) and Pratt
(1985). Radiosonde precision for IWC has been noted
to be 5%-10% (Elliot 1992, personal communication).
In addition, radiosonde data are point measurements,
whereas VAS radiances represent atmospheric volumes
encompassing hundreds of cubic kilometers.

The first guess derived from the Gulf coast radio-
sondes provides better results overall and is derived
from a larger dataset than the 19 June guess. However,
section 4b will show that the COHMEX-derived guess
yields better retrievals than the Gulf coast guess when
verified only on 19 June. This result seems logical given
that the majority of the retrievals (38 of the 49) were
made and verified over Florida; thus, the guess derived
from the Gulf coast soundings is probably more ap-
propriate for that area than for the COHMEX region.
The remainder of this paper will use the 19 June guess
on VAS data from that same day.

b. 19 June 1986 case study

Since an objective of this research was to evaluate
summertime mesoscale moisture variability using the
VAS PSW technique, it was important to have a
ground-truth dataset with greater-than-usual temporal
and spatial resolution. This was available on the 19
June 1986 COHMEX day (Fig. 2). This day also is
useful because Jedlovec (1990) calculated IWC from
MAMS data with the SWVR technique. Applying the
PSW technique to that same day offers a unique op-
portunity to compare the very high resolution MAMS
SWYVR moisture data with coarser resolution patterns
obtained from the VAS PSW procedure. In addition,
COHMEX radiosondes serve as high-temporal reso-
lution ground truth, and specially prepared VAS
soundings also yield IWC amounts.

TABLE 2. A comparison of the radiosonde-derived IWC (mm) and
results from the PSW algorithm using the 19 June first guess and the
0000 UTC Gulf coast first guess. Both guesses were applied to the
same 49 sites, that is, the combined 19 June and Gulf coast datasets.
The MARE is mean absolute retrieval error and the rmse is the root-
mean-square error.

19 June Gulf coast
Statistic Observed first guess first guess
Average 39.8 37.1 38.8
Standard deviation 7.0 5.8 7.7
Minimum 24.7 26.3 25.3
Maximum 50.0 50.3 55.6
MARE — 4.3 3.8
rmse — 5.3 4.8
Percent error —_— 10.8 9.6
Correlation — 0.76 0.79
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. Synoptic conditions for 19 June 1986 are presented
in Fig. 4. At the surface, a high pressure center was
positioned along the central Atlantic coast. It domi-
nated the weather of the eastern half of the nation,
except along the eastern Gulf coast where a weak front
was located. Another frontal system stretched along
the Great Lakes. Weak southeasterly flow was the rule
across the southeast where surface temperatures at 1700
UTC ranged from approximately 25° to 32°C. The
500-mb analysis depicts a ridge over the central United
States causing weak northwesterly flow over the eastern
part of the country.

Despite generally dry conditions across the COH-
MEX region, a well-defined moist tongue formed at
the surface during the day (Fig. 5). This feature was
weak in the early morning, but was very pronounced
by 1700 UTC, with an axis extending from northern
Alabama to the Florida panhandle. Another significant
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FIG. 4. Surface (top) and 500-mb (bottom) analyses
for 1200 UTC 19 June 1986.
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feature was the development of a dry region in central
Mississippi and west central Alabama. Cumulus clouds
(Fig. 6) began developing over the moist tongue at
approximately 1700 UTC and persisted for.several
hours. Extensive cloud cover and thunderstorms
formed along the cold front south of the COHMEX
domain and moved northward during the day. The
dry area along the central Alabama-Mississippi border
remained relatively cloud free.

Figure 7 shows an analysis of IWC retrievals for 19
June made using that day’s first guess (section 3a).
Individual retrieval sites are indicated by dots; their
average spacing in clear areas is approximately 25 km.
From a qualitative perspective, the water vapor features
depicted by the retrievals exhibit reasonable temporal
and spatial continuity. This self-consistency lends
credibility to the PSW algorithm, the first guess, and
the patterns themselves. Several significant features are
evident: 1) the strong north-south gradient in southern
Mississippi and Alabama, 2) the large and persistent
dry zone in the central sections of these states, 3) the
relatively moist region in northern Alabama, central
Tennessee, and southeastern Kentucky that is best seen
at 1500 UTC, and 4) the small dry area in north central
Tennessce that is most evident at 1400 UTC. Previous
studies have noted that VAS temperature-dewpoint
soundings are sensitive to their first guess, with results
tending to retain features of the guess (Hayden 1988;
Jedlovec 1985; Fuelberg and Olson 1991). Because the

PSW retrievals were made using a single first guess, © -

their resulting IWC gradients are not an artifact of the
guess.

Visible imagery (Fig. 6) supports the moisture fea-
tures depicted by the PSW algorithm (Fig. 7). At 1400
UTC the region of interest is predominately clear;
however, cumulus development begins by 1700 UTC
in areas where the retrievals indicate relatively large
IWC values, for example, eastern Tennessee and the
Gulf coast. In addition, the mesoscale resolution of the
retrievals outlines the region of west central Alabama
and east central Mississippi where cumulus clouds
never develop during the day. This cloudless area cor-
responds to the zone of driest air, that is, IWC less than
25 mm. The cumulus field that is oriented northeast-
southwest over central Tennessee at 1700 UTC (Fig.
6) is outlined by the 35-mm IWC contour at 1600
UTC, that is, prior to actual cumulus development.
Finally, the most intense convection develops just after
1700 UTC 0ver,southern Alabama and Mississippi
where the PSW analyses depict the strongest moisture
gradient.

Surface dewpoint analyses also help to verify the
PSW fields. For surface dewpoint patterns and fluc-
tuations to represent those of IWC, the surface changes
must reflect those aloft, and the lower troposphere must
be well mixed (Reitan 1963). Surface dewpoint pat-
terns at 1400 and 1500 UTC (Fig. 5) bear little resem-
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F1G. 5. Surface dewpoint ( °C) for 1400, 1500, 1600, 1700, and 1800 UTC 19 June 1986. The dashed
line represents a supplementary 18°C contour, while dots indicate station locations.

blance to the VAS-derived IWC analyses (Fig. 7).
However, these features evolve in time, and by 1700
UTC broad-scale aspects of the surface analysis are
similar to those of IWC; for example, the dry region
in central Alabama and Mississippi as well as the moist
tongue over Alabama and southern Tennessee. The
poor agreement during the morning may result from
little vertical mixing and/or the surface dewpoint
changes not being representative of those aloft. Both
surface dewpoints and IWC are greatest along the Gulf
Coast at all times. This agreement suggests that the
PSW algorithm can identify regions where moisture
extends over a deep layer, and is therefore more likely
to support convection. Conversely, the surface dew-
points over central Mississippi are only a few degrees
cooler than those elsewhere, whereas the retrievals de-
pict a significantly drier region. This is probably an
area where moisture decreases rapidly with height just
above the surface and is therefore less able to support

summertime convective development over the south-
east.

Synoptic-scale radiosonde-derived IWC data (Fig.
8) can only verify the largest features of the PSW anal-
yses (Fig. 7). The synoptic-scale pattern depicts a
northwest—southeast-oriented moist tongue, especially
at 0000 UTC 20 June, as well as the strong gradient
along the Gulf coast. A major benefit of remotely
sensed data is their ability to provide information in
data-sparse regions of conventional analyses. Thus, the
small relatively dry region in Tennessee and the larger
dry region along the Alabama-Mississippi border that
are indicated by the PSW technique are poorly resolved
at best by the coarsely spaced radiosonde data. Con-
siderably more variability is present in the PSW IWC
analyses than the radiosonde versions. However, both
the 1200 UTC radiosonde values and the 1400 UTC
retrievals (Fig. 7) range from approximately 20 to 45
mm across the region common to both datasets.
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F1G. 6. GOES visible imagery for 1400, 1700, and 2100 UTC 19 June 1986.

The mesoscale COHMEX radiosonde network pro-
vides an-opportunity to verify some of the small-scale
moisture features depicted by the PSW retrievals.
COHMEX radiosonde-derived IWC values for 1400
and 1700 UTC 19 June are shown in Fig. 9. Although
the COHMEX domain is quite small, the radiosonde
data verify two mesoscale features of the PSW analysis
(Fig. 7): the comparatively dry region in north-central
Tennessee (best seen in the PSW analysis at 1400 UTC)
and the moist region in northern Alabama and central
Tennessee (most evident at 1600 UTC).

The COHMEX data also permit a limited quanti-
tative evaluation of the PSW retrievals. Table 3 con-
tains retrieved and observed IWC at the radiosonde
sites (Fig. 2). The PSW values are more moist than
observed at both times. Radiosonde-derived amounts
at 1400 UTC range from 24.7 to 31.6 mm, while the
PSW retrievals range from 29.0 to 35.3 mm. At 1700
UTC, radiosonde IWCs vary little (31.1 to 32.8 mm),
while PSW values range from 30.6 to 34.5 mm. The

statistical comparison shows MAREs of 3.4 mm (or
an 11.8% error) and 1.4 mm (4.5%) at 1400 and 1700
UTGC, respectively. The rmse’s are 4.2 and 1.5 mm
at the two times while the standard errors (not shown)
are £2.9 and 2.1 mm. These statistics are better than
those from the test case (Table 2). This probably results
from applying a more appropriate first guess; that is,
using a first guess derived from the same region and
day as the case study improves the results.

The error estimates for the PSW algorithm ( Table
3)are similar to those of other split-window procedures.
Chesters et al. (1987) cite an rmse of 5.7 mm for
their July 1981 case study using VAS. Kleespies and
McMillin (1990) obtained a standard error of +3.9
mm when their technique was applied to the same day.
Jedlovec (1990) reported a standard error of +4.8 mm
on 19 June 1986 using MAMS data.

Two additional remote-sensing techniques provided
IWC on 19 June: 1) Jedlovec (1990) applied the
MAMS SWVR procedure, and 2) special VAS sound-
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FiG. 7. IWC (mm) analyses from the PSW technique at 1400,
1500, 1600, and 1700 UTC 19 June 1986. Retrieval locations are
indicated by dots. Dashed isolines are used in regions of sparse data.

ings were made by the Cooperative Institute for Me-
teorological Satellite Studies (CIMSS) at the University
of Wisconsin. The special VAS soundings were gen-
erated using the simultaneous algorithm described by
Hayden (1988); however, CIMSS used several steps
above and beyond those employed operationally. They
included manual editing, an improved first guess, and
the use of 5 X 5, rather than 11 X 11, arrays of FOVs.
Additional details on this special VAS dataset can be
found in Velden et al. (1988) and Fuelberg et al.
(1991). Fuelberg et al. (1991 ) indicated that the special
VAS soundings are superior to those employed oper-
ationally.

MAMS flew four alternating west-to-east and east-
to-west tracks that moved northward with time. The
first leg, an east-to-west segment, began at the south-
eastern edge of the COHMEX region at 1530 UTC;
the final leg ended at the northeastern edge at 1700
UTC. A contour analysis of MAMS-derived IWC for
this 1.5-h period is shown in Fig. 10 with the 1600
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UTC PSW retrievals plotted. The MAMS analysis re-
veals the moist area oriented northeast-southwest across
the COHMEX region and the small dry region in north-
central Tennessee. Thus, the primary moisture features
depicted by the VAS PSW algorithm over the COH-
MEX domain at 1600 UTC (Fig. 7) are also evident
in the MAMS-derived IWC. MAMS values generally
agree to within 5 mm with those of VAS in the moist
region; however, MAMS depicts the relatively dry re-
gion in north-central Tennessee to be significantly drier.

To better compare the two versions of IWC, the 100-m
resolution MAMS data were averaged over a 32-km
box centered on each of the VAS retrieval sites within
the MAMS domain. A scatter diagram showing the
VAS-MAMS comparison is given in Fig. 11. Results
show a correlation coefficient of 0.49, a mean difference
of 2.07 mm, and a standard deviation of differences of
+3.74 mm. The discrepancies revealed by Fig. 11 are
probably due to the differing horizontal resolutions of
the two instruments—VAS cannot adequately define
such small features. The greatly differing methodologies
are also a factor. Further evaluations of MAMS IWC
on this day can be found in Jedlovec (1987, 1990) and
Bradshaw and Fuelberg (1993). It is unfortunate that
MAMS data were not available over a larger domain.

The IWC patterns from the special VAS soundings
(Fig. 12) indicate several features found in the PSW
analyses (Fig. 7). The sounding-derived dry region over
Mississippi and west-central Alabama gradually evolves
during the 4.5-h period. Its counterpart in the PSW
analysis (Fig. 7) appears better defined and is consid-
erably drier (as much as 10 mm). The second signifi-
cant feature is the moist tongue oriented northeast-
southwest over the COHMEX area. The two tech-
niques show relatively minor differences in the location
of this tongue; however, the PSW algorithm tends to
give more humid values. The small dry region seen
in the PSW analysis over north-central Tennessee
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FI1G. 8. NWS radiosonde-derived IWC (mm) analyses for
1200 UTC 19 June (left) and 0000 UTC 20 June (right).



1236

(Fig. 7) is best depicted in the special soundings at
1448 UTC.

It is interesting that the VAS sounding fields (Fig.
12) seem to lag the PSW analyses (Fig. 7). Specifically,
the two versions differ considerably near 1500 UTC,
but by 1600 UTC both versions of the large dry feature
and the moist tongue are in general agreement. By 1748
UTC, VAS sounding-derived IWCs in the moist tongue
reach, or exceed, 35 mm, better matching the PSW
values earlier in the day. This apparent lag could be
due to the quality of the first guesses employed by the
sounding technique at each time. Therefore, it may be
an artifact of the prognostic model (the Limited-Area
Fine-Mesh Model, LFM) used to generate the first-
guess field. Alternatively, it could be attributed to the
surface observations that are blended into the first-guess
profiles (Hayden 1988). Specifically, the previous
comparisons of Figs. 5, 6, and 7 indicate that surface
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FiG. 9. COHMEX radiosonde-derived IWC (mm) analyses
for 1400 and 1700 UTC 19 June 1986.
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TABLE 3. A comparison of IWC (mm) from observed data versus
COHMEX radiosonde-derived values at 1400 and 1700 UTC 19
June 1986. MARE and rmse are the mean absolute retrieval error
and the root-mean-square error (both in millimeters), respectively.
Station numbers and locations are shown in Fig. 2.

1400 UTC 1700 UTC
Station Observed Retrieved Observed Retrieved
2 30.6 30.6 31.7 30.6
3 31.6 32.6 31.1 32.5
5 28.2 343 326 345
6 30.0 35.3 — —
7 28.4 34.5 32.8 31.5
8 30.5 31.7 — —
9 24.7 29.0 — —
MARE 34 1.4
rmse 42 1.5

dewpoint patterns may not be representative of the
vertical column, particularly at the earlier times. Since
the PSW technique uses a single first guess to generate
all retrievals, regardless of time, it is not subject to this
lag. Finally, the lag could also result from poor surface-
to-air contrast in the non-split-window channels used
in the sounding-based technique. Since the PSW tech-
nique uses a constant first guess and only the two long-
wave split-window channels, it reaps maximum benefit
from the contrast present in them.

c. Error analysis

There are several sources of possible error in the
PSW technique. The first three listed below represent
potential observational errors, while the remaining four
represent possible errors in the radiative transfer sim-
ulations used to generate the first guess. Effects of the

31

31 133

FIG. 10. A contour analysis of MAMS-derived IWC (mm) for the
period 1530-1700 UTC 19 June 1986. The split-window variance
ratio technique was used for the retrievals. The PSW retrievals for
1600 UTC are plotted. .


















